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ABSTRACT

Static program analysis tools can automatically prove many useful properties of programs. However, using static analysis to prove to a third party that a program satisfies a property requires revealing the program’s source code. We introduce the concept of zero-knowledge static analysis, in which the prover constructs a zero-knowledge proof about the outcome of the static analysis without revealing the program. We present novel zero-knowledge proof schemes for intra- and inter-procedural abstract interpretation. Our schemes are significantly more efficient than the naive translation of the corresponding static analysis algorithms using existing schemes. We evaluate our approach empirically on real and synthetic programs; with a pairing-based zero knowledge proof scheme as the backend, we are able to prove the control flow analysis on a 2,000-line program in 406 seconds, the proof size is 282 kilobytes, and the verification time is 66 seconds.

1 INTRODUCTION

Static program analysis tools are designed to automatically prove properties of programs. Abstract interpretation [28–33] is a widely-used framework for static program analysis; it has been used to verify complex properties in real programs [26, 34, 36, 40, 45, 55, 59, 63–65]. For example, Astrée [34] has been used to verify critical software for aircraft and spacecraft. Static analysis tools operate on a program’s source code, so proving to a third party that a program has a specific property via static analysis requires revealing its source code to the third party. This requirement limits the application of static analysis tools in settings that involve proprietary or otherwise secret algorithms. For example, a credit-scoring company might develop a proprietary scoring algorithm, and want to demonstrate that the algorithm does not discriminate on the basis of race, gender, or other attributes protected by law. A taint analysis, easily implemented via abstract interpretation, might be used to demonstrate that the algorithm ignores these factors when generating a score—but the results cannot be checked by a third party unless the source code is made public.

This paper introduces zero-knowledge static analysis, an approach that allows an untrusted party to prove that a program has a property without revealing the program. Recent privacy regulations include a number of important requirements on algorithms for processing data; with zero-knowledge static analysis, organizations will be able to prove compliance of their algorithms without revealing the algorithms. For example, a taint analysis can be used to prove that consent is obtained before processing data or pseudonyms are used in place of identifying information (to comply with GDPR [5] and COPPA [3]), that Personal Health Information is redacted (to comply with HIPAA [6]), and that exercise of privacy rights does not result in discrimination (to comply with CCPA [2]). A control-flow analysis can be used to prove that the program produces proper audit logs and that pseudonymization is performed correctly (to comply with GDPR). Each of these examples represents a large class of properties that are provable with zero-knowledge static analysis for all possible executions of the secret program. In addition to demonstrating compliance to regulators, organizations can use the proofs to build trust with the public.

With zero-knowledge static analysis, we envision the applications in practice with the following three steps:

(1) The owner of the program commits to a program \( P \) and posts the commitment to the public.

*Work done in part as a consultant for Stealth Software, Inc.

CCS CONCEPTS

• Security and privacy → Privacy-preserving protocols.

KEYWORDS

Zero knowledge proofs; Static program analysis

ACM Reference Format:


Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

CCS ’21, November 15–19, 2021, Virtual Event, Republic of Korea  
© 2021 Association for Computing Machinery.  
ACM ISBN 978-1-4503-8454-4/21/11 ... $15.00  
https://doi.org/10.1145/3460120.3484795

1In the US, the Equal Credit Opportunity Act (15 U.S.C. §§1691-1691f)
In this paper, we initiate the study of zero-knowledge static analysis.

1.1 Our Contributions

In addition to the discrimination example, other useful applications of zero knowledge static analysis include proving the worst case execution bounds of a program, absence of runtime exceptions, absence of security vulnerabilities related to unsafe memory access (e.g., Heartbleed), or absence of security vulnerabilities due to timing channels (e.g., Spectre [51] and Meltdown [52]).

Zero-knowledge static analysis can also be used to prove the possible presence of a bug in a program. There are two ways to demonstrate that a program is likely to have a bug in zero-knowledge: (1) provide a secret input that leads to unexpected behaviors of a program [43], and (2) show that a reasonably precise static analysis for proving the absence of bugs fails. In the first approach, a counterexample can guarantee the presence of a bug, but it is not always easy or possible to find such an input. For example, if a program does not comply with differential privacy [35], one cannot find a counterexample to prove it. Instead, our technique can be used in this case to demonstrate that the program is very likely to not have the property of interest through static analysis, where a more precise analysis makes for stronger evidence than an imprecise one.

Static analysis algorithms are not easily translated into ZKP systems. Recent work in ZKP has resulted in many efficient systems capable of proving arbitrary functions modeled as arithmetic or boolean circuits. Unfortunately, static analysis is typically carried out using stateful algorithms, which are not easily translated directly into circuits. Alternatively, we could translate static analysis algorithms into circuits using existing RAM-based zero-knowledge proof schemes [14, 16, 21, 22, 66, 73] that model the public function as a program in the random-access-memory (RAM) model. However, they usually introduce a high overhead for each instruction in the program (see related work for more details).

1.2 Related Work

Static analysis and abstract interpretation. Static program analysis tools are typically classified as sound or unsound. Sound tools are capable of proving that a program does not contain bugs; unsound tools typically attempt to find as many bugs as possible, but provide no guarantees on the absolute presence or absence of bugs (i.e., there may be both false positives and false negatives). Unsound tools include syntactic bug finders like LINT and FINDBUGS.

The class of sound static analyses includes dataflow analyses, (sound) symbolic execution techniques, abstract interpretation, theorem proving, and others. Dataflow analyses [46–48] are often used in compilers, as part of optimizations to produce more efficient code. Symbolic execution [50] executes the program with symbolic input (rather than concrete values), and solves constraints over those symbols whenever conditional statements are encountered. Symbolic execution is typically used to determine whether or not it is possible to reach a particular state in the program. Theorem proving techniques often involve manual proof development by the programmer, aided by an automated proof assistant [38, 44].

In this work, we focus on a static analysis approach called abstract interpretation [28–33], which is widely used as a foundational framework for both designing program analysis algorithms and proving their soundness. Abstract interpretation-based tools have been used successfully to verify the absence of runtime exceptions in C, C++ and Java programs [34, 59, 65], verify the absence of buffer overruns in C programs [45], verify tight bounds for worst-case execution in real-time systems [36], verify the absence of floating point rounding errors in C and assembly programs [40], verify termination and liveness properties of C programs [26], and compute control flow analysis of higher order functional programs [55, 63]—among hundreds of other applications. In particular, the Aстрée tool [34] is well known for its industrial applications, such as its use in verifying the flight control software of the Airbus A340 and A380 fly-by-wire systems, and the automatic docking software of the Jules Vernes ATV, the first robotic cargo spacecraft used to transport supplies to the International Space Station. We refer the reader to two canonical references [28, 56] for further technical background on abstract interpretation.

Zero-knowledge inter-procedure analysis. Second, we extend our scheme to support inter-procedure analysis with function calls. To address new challenges of loops with dynamic sizes, we efficiently realize linked-list operations as a circuit, and apply techniques of loop merge from existing work [66]. The prover time of our zero-knowledge inter-procedure analysis remains \( O(T \cdot v + T \log T) \), where \( v \) now denotes the maximum number of variables in a function.

Implementation and evaluations. Finally, we implement our zero-knowledge abstract interpretation schemes and evaluate their performance on both real and synthetic programs. As shown in the experiments, we are able to prove the result of the tainting analysis on a program with 12,800 lines of code. It only takes 406s to generate the proof. The proof size is 282KB and the verifier time is 66s. With a different backend in [42], we are able to prove the control flow analysis on a 2,000-line program in 1,738 s, where the proof is only 128 bytes and the verification time is only 1.4ms.
2 PRELIMINARIES

We use $\text{negl}(\cdot) : \mathbb{N} \rightarrow \mathbb{N}$ to denote the negligible function, where for each positive polynomial $f(\cdot)$, $\text{negl}(k) = \frac{1}{f(k)}$ for sufficiently large integer $k$. Let $\lambda$ denote the security parameter.

2.1 Zero-knowledge Arguments

A zero-knowledge argument scheme is a protocol between a prover $\mathcal{P}$ and a verifier $\mathcal{V}$, where at the end of the protocol, $\mathcal{V}$ is convinced by $\mathcal{P}$ that the result of a computation $C$ on a public input $x$ and prover’s secret witness $w$ is $y = C(x, w)$. A zero knowledge argument has (1) correctness: $\mathcal{V}$ always accepts if the result and the proof are honestly computed by $\mathcal{P}$; (2) soundness: $\mathcal{V}$ rejects with all but negligible probability if the result is not correctly computed; (3) zero knowledge: the proof leaks no information about the witness $w$ beyond the fact the $C(x, w) = y$. We give the formal definitions of zero knowledge arguments in Appendix A.

2.2 Instantiating Abstract Interpretation

Abstract Interpretation Fundamentals. When applying Abstract Interpretation, one begins with a ground-truth semantics for programs $p$, commonly encoded as a partial function $S_p$ over state $\sigma \in \text{state}$ where $\sigma \in \text{state}$ is some semantic domain for intermediate execution states. For example, the program $p$ could be encoded as map from program labels to statements, and the state of the program could include the current program label to execute, as well as a map from program variables to their current values. This transition function $S_p$ can be iterated from an initial configuration $\sigma_0 \in \text{state}$ to a final state $\sigma_n \in S_p^n(\sigma_0)$ (for some number of steps $n$), and where $\sigma_n$ is called final if $S_p(\sigma_n)$ is not defined.

From this “ground truth” semantics, a collecting semantics is derived $C_p \in \phi(\text{state}) \rightarrow \phi(\text{state})$ which re-characterizes the semantics to transform properties (i.e., sets) of states as opposed to discrete states. This collecting semantics establishes a ground truth for asking questions like “when given an initial state where variable $x$ is negative, does the program result in a state where $x$ is positive?” The collecting semantics is a specification and in general is not computable. A program analysis algorithm then inhabits $\mathcal{A}_p \in \text{state} \rightarrow \text{state}$ for some abstract semantic domain state$^\sharp$, and must be shown sound w.r.t. the collecting semantics $C_p$. The full analysis is computed (naively) as the smallest solution (i.e., the least fixpoint) to the equation $X = X \cup C_p(X) \cup (\sigma(\sigma_0))$, which soundly approximates (by construction) any final state so long as $\mathcal{A}_p$ is sound. Although analysis algorithms $\mathcal{A}_p$ are typically designed in an ad-hoc manner, the abstract interpretation framework can also be used to systematically derive the analysis algorithm itself, yielding an analyzer which is correct by construction; this is often referred to as the calculational method [28].

The analysis algorithm $\mathcal{A}$ must operate over an abstract domain—often annotated with a “sharp” ($\#$)—and must form an order-theoretic lattice in addition to a Galois connection with sets of concrete states. Computability of the analysis—i.e., the least fixpoint to the equation $X = X \cup \mathcal{A}_p(X) \cup \alpha(\sigma_0)$, which soundly approximates (by construction) any final state so long as $\mathcal{A}_p$ is sound. Although analysis algorithms $\mathcal{A}_p$ are typically designed in an ad-hoc manner, the abstract interpretation framework can also be used to systematically derive the analysis algorithm itself, yielding an analyzer which is correct by construction; this is often referred to as the calculational method [28].

The analysis algorithm $\mathcal{A}$ must operate over an abstract domain—often annotated with a “sharp” ($\#$)—and must form an order-theoretic lattice in addition to a Galois connection with sets of concrete states. Computability of the analysis—i.e., the least fixpoint to the equation $X = X \cup \mathcal{A}_p(X) \cup \alpha(\sigma_0)$, which soundly approximates (by construction) any final state so long as $\mathcal{A}_p$ is sound. Although analysis algorithms $\mathcal{A}_p$ are typically designed in an ad-hoc manner, the abstract interpretation framework can also be used to systematically derive the analysis algorithm itself, yielding an analyzer which is correct by construction; this is often referred to as the calculational method [28].
second statement above) is commonly referred to as the \( \gamma \)-only framework [58].

Soundness means that the behavior of any concrete run of the program is guaranteed to be approximated by the analysis results. Verification is achieved when the analysis result does not contain any unwanted behavior, i.e., if the analysis result does not include, say, buffer overflows, then we know it is impossible for a buffer overflow to occur when running the program. However, false positives are possible: if the analysis result says the result may contain a buffer overflow, there is a possibility that the program is free of buffer overflows, but the analysis is not precise enough to detect it.

Our Instantiation of Abstract Interpretation. In this work, we implement in zero-knowledge the following instantiation of the abstract interpretation framework: a small imperative language with conditionals and while loops, as well as an extension to the language which includes toplevel functions; a worklist-based flow-sensitive analysis algorithm which relies on control flow information; and instantiations of the worklist-based algorithm for interval analysis, taint analysis and control flow analysis.

As noted previously, analysis results are naively computed as the least fixpoint of the equation \( X = X \cup A_p(X) \cup \alpha(\sigma_0) \), using the abstract transfer function \( A_p \), initial state \( \sigma_0 \), and abstraction function \( \alpha \). There are two practical matters missing from this simple characterization of computing analysis results. First, there are several orthogonal notations of “sensitivity” in program analysis, such as flow sensitivity, object sensitivity, context sensitivity, etc. Incorporating each of these vectors typically amounts to appropriately altering the definition of state \( \mathfrak{s} \) to include extra information, yielding more precision at the expense of a more computationally costly analysis. Second, when implemented directly, this computation is overly naive, e.g., this approach may re-analyze the entire program multiple times when it only necessary to re-analyze a few statements. As for the first practical matter, most analyses adopt at the very least flow sensitivity, as the precision gained vs efficiency lost is nearly always desirable. As for the second practical matter, most analyses are split into two phases: (1) compute a control-flow graph for statements in the program, and (2) using this control-flow graph, compute the analysis property of interest.

We therefore adopt a flow-sensitive and control-flow worklist-based algorithm, displayed as Algorithm 1, and which we have implemented efficiently computes the smallest solution to the set of recursive equations generated by \( \mathfrak{S} \) for each program location \( l \).

Concretely, Algorithm 1 takes as input a control flow graph of the program \( \mathcal{CFG}_p \) and initializes a control flow queue \( W \in \wp(\text{loc} \times \text{loc}) \) as \( W = \{(l, l') | l' \in \mathcal{CFG}_p(l)\} \), i.e., all control flows. The abstract environment is initialized as \( \mathfrak{s}_l(x) := \bot \) for all program variables \( x \) and for the bottom element of the abstract value lattice \( \bot \). For a straightline program, \( W \) has a simple definition mapping locations to their successor: \( W(l) \triangleq \{l+1\} \). For a program with a while loop, \( W \) will associate the line before the loop to both the first line of the loop and the first line after the loop, and associate the last line of the loop with the first line of the loop and the first line after the loop. For programs with functions, \( W \) encodes the control flow graph of function call and return edges.

The algorithm iterates over all control flows using a queue, updating \( sp_r \) to \( sp_r \cup A_{p,l}(s_l) \) (line 6); this updates the analysis results at location \( l' \) to include new information, e.g., due to a new analysis result at location \( l \). If the update leads to a new value for \( sp_r \), then we must re-analyze all program points which are influenced by program point \( l' \), so we add flows \( l, l'' \) to the worklist for \( l'' \in \mathcal{CFG}_p(l') \) (lines 5, 7, and 8). When instantiated to abstract domains with infinite ascending chains (such as interval analysis), the join operation \( \sqcup \) in Algorithm 1 at line 6 is replaced with a widening operator \( \ovv \) which approximately \( \sqcup \) while avoiding infinite ascending chains. In practice, and for interval analysis, this amounts to approximating \( ([1,2] \cup [1,3]) \cup [1,4] = [1,3] \cup [1,4] = [1,4] \) as \( ([1,2] \cup [1,3]) \cup [1,4] = [1,\infty] \cup [1,4] = [1,\infty] \), i.e., it forces early convergence of the upper bound to \( \infty \).

Unique Properties of Abstract Interpretation for ZK. Many applications of zero-knowledge are able to exploit structural or algebraic properties of algorithms to achieve efficiency gains. In general, such insights arise from the observation that checking \( y = f(x) \) need not always compute \( f(x) \), e.g., one can instead check \( f^{-1}(y) \ni x \). The framework of abstract interpretation prescribes an algorithmic approach based on computing least fixpoints of recursively defined equations, such as \( \mathfrak{S}^\text{fin} = \bigsqcup_{l \in \mathcal{CFG}_p(l')} A_{p,l}(s_p) \) in the case

---

**Algorithm 1 Worklist Algorithm**

**Input:** A program \( p \), control flow graph \( \mathcal{CFG}_p \), transfer function \( A_{p,l} \), and lattice \( \mathfrak{val} \).

**Output:** Abstract environment at each line \( (s_l)_{l \in \mathcal{L}} \).

1. **Init**
   - \( s_l(x) := \bot_{\mathfrak{val}} \) for all \( l \) and \( x \).
2. **Init queue:** \( \mathcal{W} := \{(l, l') | l' \in \mathcal{CFG}_p(l)\} \).
3. **while** \( \mathcal{W} \neq \emptyset \) **do**
   - \( (l, l') = \mathcal{W}.pop() \)
   - **if** \( A_{p,l}(s_l) \sqsubseteq s_{l'} \) **then**
     - \( sp_r = sp_r \cup A_{p,l}(s_l) \)
   - **for** all \( l'' \) follows \( l' \) **do**
     - \( \mathcal{W}.push(l'', l'') \)
4. **return** \( s_l(l)_{l \in \mathcal{L}} \)
of our particular worklist algorithm, or $X = X \cup \mathcal{A}_p(X) \cup \sigma(n_0)$ in general. Computing the least solution is computationally expensive, and encoded as an iterative process, starting from the $\bot$ element of the lattice, and applying the equations successively until the solution stabilizes on a result.

However, checking that a proposed solution is larger or equal to the least fixpoint is simple and can be computed in one step without any iteration. This insight applies to zero-knowledge applications of abstract interpretation where the prover wants to show the absence of bugs in a secret program: it suffices to present any solution to the equation (it need not be the smallest) so long as the solution demonstrates the absence of bugs. The prover will likely discover this solution through the iterative least fixpoint algorithm, but they can do this privately and without the use of cryptography.

On the other hand, if the prover wants to show that a program analysis flags a secret program as potentially having a bug, the entire least fixpoint computation must be executed in zero-knowledge. That is, to be convinced that the program has a bug, the verifier must be convinced that the best possible analysis of the program (i.e., the least fixpoint) is insufficient to verify the absence of bugs. Because no better solution exist (a property of the least solution), the verifier knows the prover did not present an unnecessarily over-approximate result.

Most applications of zero-knowledge abstract interpretation will likely be of the first form, where the prover wants to demonstrate the absence of bugs in a program, and the verifier will be satisfied by merely checking the solution is some fixpoint, and not necessarily the least one. However, the algorithm to just check the solution to the fixpoint—rather than compute it—is realized easily as a small modification to Algorithm 1. Therefore, because the checking algorithm is a simple refinement of the fixpoint-finding algorithm (in both application and algorithmic description) we focus on the full fixpoint-finding algorithm throughout this paper for the sake of completeness. We discuss the implementation-specific details of the refined algorithm and its tradeoffs in Appendix 5.

3 ZERO-KNOWLEDGE ABSTRACT INTERPRETATION

Motivated by the applications mentioned in the introduction, we are working in the following model. The prover owns a secret program. She commits to the program at first, and then later engage in a zero-knowledge proof to convince the verifier the presence or absence of some bugs in the program via abstract interpretation. We assume that the algorithm of the static analysis is public to both the prover and the verifier. The verifier is able to validate the correctness of the result of the analysis through zero knowledge abstract interpretation, while the program of the prover remains confidential during the protocol.

Formally speaking, let $\mathbb{F}$ be a finite field, $p$ be a secret program with $n$ lines and $m$ flows. Suppose the prover and the verifier agree on an abstract interpretation, which is described by a lattice $\text{val}_g^p$, transfer functions $\mathcal{A}_{p,l}$, a worklist algorithm $\text{Alg}$, and a final calculation $g. g(\text{Alg}(p, \text{val}_g^p, \mathcal{A}_{p,l})) \in \{0, 1\}$ indicates the presence or absence of bugs. A zero-knowledge abstract interpretation (zkAI) scheme consists of algorithms:

- $pp \leftarrow \text{zkAI}.G(1^\lambda)$: given the security parameter, the algorithm generates the public parameter $pp$.
- $\text{com}_p \leftarrow \text{zkAI}.\text{Commit}(p, pp)$: the algorithm commits to the secret program $p$. We omit the randomness here.
- $(y, \pi) \leftarrow \text{zkAI}.P(p, (\text{val}_g^p, \mathcal{A}_{p,l}, \text{Alg}, g), pp)$: the prover runs $\text{Alg}$ over $p$ to get a sound analysis result $S$, runs $g$ over $S$ to obtain the result $y$ of the analysis, and generates the corresponding proof $\pi$.
- $(1, 8) \leftarrow \text{zkAI}.V(\text{com}_p, (\text{val}_g^p, \mathcal{A}_{p,l}, \text{Alg}, g), y, \pi, pp)$: the verifier validates the claim about the program with parameters of the analysis $(\text{val}_g^p, \mathcal{A}_{p,l}, \text{Alg}, g)$, and the proof $\pi$.

A zkAI scheme also has the properties of correctness, soundness and zero-knowledge as generic zero-knowledge proofs. We give the formal definitions in Appendix B.

3.1 Program Representation

The general idea to construct a zero-knowledge abstract interpretation scheme is as follows. In the beginning, the prover sends the commitment $\text{com}_p$ of a program $p$ to the verifier. After receiving $(\text{val}_g^p, \mathcal{A}_{p,l}, \text{Alg}, g)$ from the verifier, the prover computes the analysis result $S$ and the corresponding witness $w$ for proving $g(\text{Alg}(p, \text{val}_g^p, \mathcal{A}_{p,l})) = 1$. We treat it as some relationship $R = ((\text{com}_p, \text{val}_g^p, \mathcal{A}_{p,l}, \text{Alg}, g); w)$ in Definition 1. Then the verifier and the prover invoke the backend zero-knowledge proofs protocol to verify the relationship $R$ without leaking any information of $p$.

At the beginning of our zkAI scheme, in order for the prover to commit to the secret program, we need an arithmetic representation of the program. Therefore, we first introduce our programming language to work on, and then describe its arithmetic representation. We choose to work on a simple language used in [56], instead of ones such as Java or C++ to avoid language-specific details. However, our zero-knowledge proof scheme does not lose generality because the language is still expressive enough. It is Turing-complete, and languages such as Java and C++ can be compiled to it.

Our Programming Language. We choose to start with a specific imperative programming language as shown in Figure 1. In this language, a program is composed of many statements, and each statement can be either an assignment, a branch, or a loop\(^2\). A denotes an expression, and it may be a variable $x$, a constant $n$, an unary expression $op_1$ and a binary expression $op_2$. The value of a variable can be either integers or booleans, and thus we use logical operators and/or/not and mathematical operators $+|−|∗|/$ in our language. We will extend this to incorporate function calls in Section 4 as they are common in programming languages even though doing so will not change the expressiveness.

Arithmetic Representation. Then we describe how to convert the program to an arithmetic representation. We choose to use table structures to represent the whole program. Details are shown in Table 1. For each type of statements,

(1) A unique ‘Stmt Code’ is assigned.

(2) The ‘Line No.’ field stores the line number of the statement in the program. For if and while statements, this refers to the line where if and while condition lies.

\(^2\)In our implementation, we also have statements of memory read and memory write. They are processed similarly to assignments in the worklist algorithm, and we omit them in the description for simplicity.
The size of the circuit preserves the asymptotic running time of the committed program. The prover and the verifier then invoke a ZKP [14, 16, 21, 22, 66, 73], we construct an efficient arithmetic thousands of arithmetic gates to implement [14, 16, 73].

RAM program. However, the concrete overhead of these schemes circuit. There exist RAM-based ZKP schemes that reduce RAM efficiency. Most generic ZKP schemes represent the computation as such a naive approach would introduce a high overhead on the prover commits to the secret program, and then proves the result presentation, one can simply construct a zero-knowledge abstract it using existing commitment schemes.

Using these table structures, we can represent the whole program as a sequence of elements in the field \( \mathbb{F} \), and the prover can commit it using existing commitment schemes.

3.2 Proving Intra-procedure Analysis

With our simple programming language and its arithmetic representation, one can simply construct a zero-knowledge abstract interpretation scheme using generic zero-knowledge proofs. The prover commits to the secret program, and then proves the result of Algorithm 1 on the program using generic ZKP. Unfortunately, such a naive approach would introduce a high overhead on the efficiency. Most generic ZKP schemes represent the computation as an arithmetic circuit, and turning Algorithm 1 into an arithmetic circuit naively would introduce a high overhead on the size of the circuit. There exist RAM-based ZKP schemes that reduce RAM programs to arithmetic circuits through RAM-to-circuit reduction. The size of the circuit preserves the asymptotic running time of the RAM program. However, the concrete overhead of these schemes in practice is usually high. For example, each RAM instruction costs thousands of arithmetic gates to implement [14, 16, 73].

In this section, we present our construction of the zero-knowledge abstract interpretation. Using ideas in the literature of RAM-based ZKP [14, 16, 21, 22, 66, 73], we construct an efficient arithmetic circuit to validate the correct execution of Algorithm 1 on the committed program. The prover and the verifier then invoke a circuit-based ZKP scheme to prove and validate the result of the abstract interpretation.

Figure 2 shows the main construction of our scheme. The red part is the secret program owned by the prover, the blue part is additional auxiliary input from the prover to validate the abstract interpretation efficiently (see below), and the green part is the result of the analysis.

Based on the functionality, our scheme is mainly divided into four parts: 1) Checking the consistency between the program and the control flow graph. 2) Checking the correct execution of each iteration. 3) Checking lattice operations and transfer functions. 4) Deciding whether there are bugs or not based on the result of Algorithm 1. The first and the second part is problem-independent, and the third and the fourth part is problem-dependent. The fourth part is usually simple in practice, containing only a few conditions. Therefore, we focus on the first three parts in this section.

Control flow graph consistency. Since abstract interpretation works on flows \((l, l')\), in our zero-knowledge abstract interpretation scheme, we first ask the prover to provide a control flow graph as an auxiliary input to the circuit. In this graph, each node is a line of code labeled by its line number, and an edge denotes a flow \((l, l')\) from node \(l\) to node \(l'\). Since we treat \(\text{else}\) and \(\text{end}\) as separate lines, in our simple programming language a node in this graph can have at most two outgoing edges in the case of loops and branches. Therefore, we represent the entire control flow graph using a table of size \(n \times 2\). The \(l\)-th row of the table stores the target line numbers of the two possible outgoing edges of line \(l\).

We then have to check that this control flow graph is indeed consistent with the program. Note that we can obtain all the possible flows \((l, l')\) from the program representation in Table 1. We go through the whole program line by line, and each statement individually contributes to a few flows. An assignment statement produces only a single flow \((l, l + 1); \) a \text{while} statement produces three flows, \((l, l + 1), (l, l_{\text{end}} + 1), (l_{\text{end}}, l); \) an \text{if} statement produces four flows, \((l, l + 1), (l, l_{\text{else}} + 1), (l_{\text{else}}, l_{\text{end}}), (l_{\text{end}}, l_{\text{end}} + 1). \) The flows deduced by the \(n \times 2\) table are simply permutations of these flows obtained by the linear scan of the program, ordered by the first line number \(l\).

In order to check that they are consistent, we apply existing techniques in [61, 67, 73] for testing set equality. In these techniques, we first combine the pair of values in each element of the sets through \(\mathcal{H}(l, l') = nl + l'\), where \(n\) is the number of lines in the program. Then we compute the characteristic functions \(h\) of the sets: \(h_A(x) = \prod_{(l, l') \in A} (\mathcal{H}(l, l') - x). \) Once the characteristic functions for the two sets are calculated respectively, a random challenge \(r\) from the verifier is generated. If the two characteristic functions

<table>
<thead>
<tr>
<th>Stmt Code</th>
<th>Stmt Code</th>
<th>Line No.</th>
<th>a</th>
<th>Line No.(else)</th>
<th>Line No.(end)</th>
<th>variable ID (x)</th>
</tr>
</thead>
<tbody>
<tr>
<td>x=a</td>
<td>1</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td></td>
</tr>
<tr>
<td>if...else...end</td>
<td>2</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td></td>
</tr>
<tr>
<td>while...do...end</td>
<td>3</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Expression Code</th>
<th>Variable ID (x1)</th>
<th>Variable ID (x2)</th>
<th>Value</th>
<th>Op code</th>
</tr>
</thead>
<tbody>
<tr>
<td>x1</td>
<td>1</td>
<td>/</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>n</td>
<td>2</td>
<td>/</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>op1 x</td>
<td>3</td>
<td>/</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>x1 op2 x2</td>
<td>4</td>
<td>/</td>
<td>/</td>
<td>/</td>
</tr>
</tbody>
</table>

**Table 1: Arithmetic representation of our programs.**

\[
\text{stmt} ::= x = a \\
| if x then stmt else stmt end \\
| while x do stmt end \\
| a ::= x | n | op1 x | x1 op2 x2 \\
| op1 ::= not \\
| op2 ::= + | − | * | / | and | or
\]

**Figure 1: Our imperative programming language.** and \text{end} as a single line so that they have Line No. as well. This helps upper-bound the number of outgoing edges in later control flow graph construction.

(3) The field \(a\) is only used in the assignment expression.

(4) ‘Variable ID’ refers to the left part of the assignment statements and conditions in if and while statements.

Similarly, for each expression \(a\), we use ‘Expression Code’ to identify the type of the expression. We store two possible ‘Variable ID’ s, a ‘constant’ and an ‘Op code’. A ‘/’ symbol in the table means that the field is not applicable for this type of statement or expression and is left empty.

Using these table structures, we can represent the whole program as a sequence of elements in the field \( \mathbb{F} \), and the prover can commit it using existing commitment schemes.
agree on the random point $r$, then they will be the same with overwhelming probability by the Schwartz-Zippel Lemma [60, 74]. The size of the circuit for the check above is $O(n)$.

**Correct execution of the iteration.** With the control flow graph provided by the prover, we then show how to execute each iteration of Algorithm 1. The correct execution of the iteration can be further divided into executing queue operations, fetching instructions, reading and writing analysis states and extracting following flows.

The queue operation is not naturally supported by circuits. A queue $W$ has push and pop operations, which follows a first-in-first-out strategy. We model the queue as an array $arr$ with a head index $s$ and a tail index $t$. When $W.push(e)$ is called, we increment $t$, and write the element $e$ into $arr[t]$. Similarly, when $W.pop()$ is called, we return $arr[s]$ and then increment $s$. For the queue $W$ used in Algorithm 1, we observe that exactly one flow is popped in each iteration and at most 2 flows are pushed into the queue, as each line has at most two outgoing flows. Therefore, we can ask the prover to provide the entire execution trace of the queue $W$ as an auxiliary input. The circuit first checks that the queue is initialized correctly, i.e., the first $m$ flows are the same as those in the control flow graph. Then in each iteration, $s$ increases by 1 and the pop operation in step 4 is a linear scan over the entire trace.

$t$, however, is more complicated to deal with. As at most 2 flows are pushed in each iteration, we ask the prover to provide $arr[t]$ and $arr[t+1]$ as auxiliary input. The circuit then performs the computation of Step 5-8 in Algorithm 1. This is the combination of several cases: if the condition in Step 5 is false, the circuit does nothing and keeps $t$ unchanged; otherwise, the circuit compares $arr[t]$ and $arr[t+1]$ to the flows of $t'$ in the control flow graph. If $t'$ has only one flow, we only compare it with $arr[t]$ and set $t = t + 1$; otherwise we compare the two flows with $arr[t], arr[t+1]$ and set $t = t + 2$. How to compute the condition of Step 5 and fetch the flows of $t'$ are explained later. In this way, the circuit to deal with the queue operation for each iteration is of constant size. Finally, we need to make sure that the auxiliary input $arr[t], arr[t+1]$ in every iteration are consistent with the entire trace of the queue. This cannot be done by a linear scan, as $t$ increases by 0, 1 or 2 in different cases. Instead, we view them as memory read at address $t$ and $t+1$ from the trace of the queue and validate their correctness by memory consistency checks, which we describe later. We will use the memory checking techniques extensively below.

The second component in each iteration is the instruction fetch. As shown in Algorithm 1, a flow $(l, l')$ is popped from queue $W$ in step 4 and we need to fetch line $l$ from the program committed by the prover in order to determine the transfer function $A_{p,l}$ and the IDs of the variables touched by line $l$. If we view the program as a memory indexed by the line number, this instruction fetch is a classical read operation of a random access memory. Thus we ask the prover to provide the expected content of line $l$ in the program, and validate its correctness by memory consistency checks.

The third component is updating the states of variables in step 5 and 6. As explained in Section 2.2, $S = \{s_t\}_n$ and each $s_t$ consists of the states of all variables. Thus we use an $n \times v$ matrix to represent $S$, where $v$ is the total number of variables in the program. Every value in the matrix is one of the states in the Lattice $\text{val}_\mathcal{L}$, initialized to $\bot$ (also mapped to a particular value in the field). In step 5 of Algorithm 1, we perform memory read at $l$ to obtain the states of variables used by $A_{p,l}$; in step 6, if step 5 is true, we perform memory write to $l'$ to update the states of variables in $s_{t'}$.

Another operation in step 7 is to extract all lines following $l'$ if the states $s_{t'}$ is updated. Thanks to our representation of programs, one line can have at most two following lines in the intra-procedural analysis. Thus this operation is a memory read from the control flow graph represented as a $n \times 2$ table. We let the prover provide the content of line $l'$ in the table, and launch another memory consistency check to ensure its correctness. The flows are then compared to $arr[t]$ and $arr[t+1]$ as explained above for the push operation in the queue.

**Memory consistency check.** We used the memory consistency check heavily in the design above, and here we described our techniques in details. Memory checking is commonly used in RAM-based zero-knowledge proof schemes to validate the correctness of memory accesses by a circuit efficiently. To check $T$ memory accesses, the circuit size is $O(Tpolylog(T))$, instead of $O(MT)$ naively where $M$ is the size of the entire memory. Ben-Sasson et al. [14] introduced a memory checking scheme using permutation networks, which is later refined in [16, 21, 73]. In this paper, we use a memory checking scheme called offline memory checking, introduced recently in [61, 62] based on the idea of the earlier work [18].

Figure 2: Our circuit checking the correctness of the abstract interpretation in Algorithm 1.
Offline memory checking. Formally, we view the memory as a vector of key value pairs \((k, v)\), where \(v\) itself can be a vector of values. Each Read\((k)\) operation fetches the value \(v\) associated with key \(k\), and each Write\((k, v')\) changes the value associated with \(k\) to \(v'\).

The offline memory checking technique [18, 62] reduces the correctness of memory operations to a set relationship. In particular, it introduces two timestamps \(t\) and \(t_s\), a read set \(RS\) and a write set \(WS\). \(t\) is the current timestamp, incremented by 1 after every Read or Write operation. \(t\) (for a key/address \(k\)) is the timestamp when the value at \(k\) is accessed last time. Now the memory becomes a vector of tuples \((k, v, t)\). When performing a memory operation \((\text{Read}(k) \text{ or Write}(k, v'))\),

- Fetch the tuple \((k, v, t)\) from the memory and add it to \(RS\),
- Update the current timestamp as \(ts = ts + 1\),
- For a Read, add the tuple \((k, v, ts)\) to \(WS\) and update the memory at \(k\) as \((k, v, ts)\); for a Write, add the tuple \((k, v', ts)\) to \(WS\) and update the memory at \(k\) as \((k, v', ts)\).

Observe that all the elements in the \(RS\) and \(WS\) are unique as the timestamps are increasing, and the \(RS\) is always lacking behind \(WS\) by the last state of the memory. Therefore, it is shown that the memory is correctly executed if and only if \(\text{Init} \cup WS = RS \cup \text{Final}\), where \(\text{Init}\) and \(\text{Final}\) denote sets representing the initial state and the final state of the memory.

Checking memory consistency in circuits. In our zero-knowledge abstract interpretation scheme, all information regarding the memory operations are provided by the untrusted prover. Therefore, it requires additional input and checks to perform the offline memory checking. Taking the instruction fetch as an example. We view the instructions in the secret program as a read-only memory. The secret program was already committed by the prover and it is not hard to check that the program is well-formed in our programming language. Therefore, the initial state of the memory is well-defined. During the execution of the worklist algorithm, the current timestamp \(ts\) is simply the numbering of the current iteration. We add a counter starting from 0 and increase it by 1 in each iteration, thus \(ts\) is always correctly computed. As the instructions are read-only, in every instruction fetch the prover provides the line number \(l\) and its value \(v\), and we use them both for the read set \(RS\) and the write set \(WS\). The only missing part is the timestamp \(t\) when the instruction was last accessed. We ask the prover to further provide \(t\) for every read operation as an auxiliary input. In addition, we check that \(t \leq ts\) in the circuit. With all of the information above, each read operation adds \((l, v, t)\) to \(RS\) and \((l, v, ts)\) to \(WS\).

Some components in our scheme, such as updating the states of variables, has both memory read and memory write operations. Similar to the case above, the states of all variables are initialized to all 0s, which defines the initial state of the memory correctly. The timestamp \(ts\) can again be correctly computed with the iterations of Algorithm 1. When writing to a memory address with key \(k\) and value \(v'\) (computed by the transfer function and the lattice), we add \((k, v', ts)\) to \(WS\). However, the algorithm never uses the original value \(v\). In this case, we ask the prover to provide both \(v\) and the timestamp \(t\) as auxiliary inputs. The circuit again checks that \(t \leq ts\) in every memory operation. We show in Appendix C that with this additional check of \(t \leq ts\) in both cases ensures the correctness of the memory operations.

Set relationship. To complete our memory consistency check, we again rely on the characteristic polynomials of the sets, as in [21, 61, 62]. We first compress the tuple by a random linear combination \(H(k, v, t) = k + r \cdot t + \sum_j r^j 2^{u_j}\), where \(r\) is randomly chosen by the verifier. Then the characteristic polynomial of a set \(A\) is \(h_A(x) = \prod_{a \in A}(H(a) - x)\). The circuit computes the characteristic polynomials \(h_{RS}(x), h_{WS}(x), h_{init}(x), h_{final}(x)\), and checks that \(h_{WS}(y) \cdot h_{init}(y) = h_{RS}(y) \cdot h_{final}(y)\), for a random \(y\) chosen by the verifier. This guarantees that \(\text{Init} \cup WS = RS \cup \text{Final}\) with overwhelming probability by the Schwarz-Zippel lemma.

The circuit size of our memory checking technique is \(O(T \log T)\) for \(T\) memory operations. Note that the schemes in [61, 62] achieve linear complexity as the verifier knows the memory access pattern. In our case, all the information are provided by the prover and validated in the circuit, thus these schemes are not sufficient. Comparing to existing memory checking techniques in [14, 16, 21, 73], though our complexity is asymptotically the same, concretely in our scheme the circuit only checks \(t \leq ts\) in each memory write, while the existing schemes check both the memory addresses and the timestamps are sorted. Our circuit is smaller in practice, and our memory checking scheme may be of independent interest.

Lattice operations and transfer functions. Lattice operations and transfer functions in step 5 and 6 of Algorithm 1 are problem-dependent. Generally speaking, after fetching the states of variables from \(s_I\), we implement the circuit to compute the transfer function \(\mathcal{A}_{p,l}\) on the state of each variable, denoted as \(s'_I = \mathcal{A}_{p,l}(s_I)\). Then for every variable, we implement the compare operation on \(s'\) and \(s_I\) and outputs 1 if \(s' \subseteq s_I\). As the lattice \(\text{val}^I\) is a partially ordered set, the circuit size for the compare function is quadratic in the number of states in \(\text{val}^I\) in the worst case. Finally, if the compare function outputs 1 for any variable, we implement the join operation of the lattice \(s' = s_I \cup s'_I\) in step 6 in the circuit. The size of the circuit in this step varies a lot for different analyses. In this paper, we focus on specific ones illustrated below. Compiling these functions to circuits automatically and efficiently is left as an interesting future work.

Here we give two examples we use in the experiments later: tainting analysis and interval analysis. For the tainting analysis, the lattice is small and finite, consisting of only two values: \(\text{Tainted}\) and \(\text{Untainted}\). The transfer function monitors the flow of tainting information. For statements of assignment such as \(a = x_1 \text{ op } x_2\), it sets \(a\) to \(\text{Tainted}\) if either \(x_1\) or \(x_2\) is \(\text{Tainted}\). Statements of \(\text{If...}\) \(\text{else...}\) and \(\text{while...}\) do not change the state at all. Looking ahead, for pre-interprocedural analysis with function calls in Section 4, depending on the applications some functions are defined as tainting sources, sanitizers or safe procedures. When seeing these function calls, the transfer function sets the state of the variable to \(\text{Tainted}\), \(\text{Untainted}\) or same as the input respectively. The compare and the join operations are also very simple. We define \(\text{Untainted < Tainted}\), and \(\text{Untainted} \cup \text{Tainted = Tainted}\) in the lattice. Therefore, in tainting analysis, the transfer function, the compare and the join operation can be implemented as circuits of constant size.

For the interval analysis, the lattice has an infinite size. It consists of all the intervals of the form \([l, r]\), where \(l\) and \(r\) are integers in most cases, and can be \(-\infty\) and \(+\infty\) as well to denote uncertainty. The transfer function computes the possible range of variables based
Widening. Our scheme also supports the widening operator $\nabla$ with a small overhead. We add a counter to each line of code initialized to 0 and increase it by 1 every time the line is analyzed in the worklist algorithm. When the counter reaches the predefined threshold, the algorithm forces the early convergence, i.e., setting the bounds to $\infty$ and $-\infty$ in the interval analysis. Updating the counter for each line of code also consists of memory accesses, thus it is convenient to store it together with the states of the variables in an $n \times (\sigma + 1)$ table, and slightly modify the transfer function to include the case above. This approach only introduces a small overhead on the size of the entire circuit.

Complexity. Overall, with all the building blocks explained above, the total size of the circuits for the examples we consider is $O(T \cdot \sigma \cdot \log T + T \log^2 T)$, where $T$ is the number of iterations of the worklist algorithm and $\sigma$ is the number of variables. The first term $O(T \cdot \sigma)$ hides the complexity of transfer functions, compare and join operations depending on different analyses. This is asymptotically the same as the plain worklist algorithm in Algorithm 1 up to a logarithmic factor. In practice, we observe that the first term updating the states of all variables is the dominating part.

3.3 Putting Everything Together

After reducing the correct execution of the worklist algorithm to the circuit in Figure 2, we then apply the a generic zero knowledge proof scheme as the backend on the circuit and complete the construction of our zero-knowledge abstract interpretation scheme. The formal protocol is described in Protocol 1 in Appendix D. We have the following theorem:

**Theorem 1.** Protocol 1 is a zero-knowledge abstract interpretation scheme by Definition 2.

The theorem follows the correct reduction to the circuit in Figure 2, the correctness, soundness and zero-knowledge of the back-end. We give a proof sketch in Appendix D.

Complexity. The overall complexity depends on the backend of zero knowledge proof scheme. For example, using the pairing-based SNARK [42], the prover time is $O(T \cdot \sigma \log T + T \log^2 T)$, the proof size is $O(1)$ and the verifier time is $O(1)$, where $T$ is the number of iterations of the worklist algorithm and $\sigma$ is the number of variables; using the ZKP in [61], both the prover time and the verifier time are $O(T \cdot \sigma + T \log T)$, and the proof size is $O(\sqrt{T} \cdot \sigma + T \log T)$.

4 PROVING INTER-PROCEDURAL ANALYSIS

In this section, we show how to extend our construction of zero-knowledge abstract interpretation in Section 3 to inter-procedural analysis for programs with function calls.

---

### 4.1 Inter-procedural Abstract Interpretation

Inter-procedural abstract interpretation is more demanding because it takes function definitions and function calls into account. Complications arise when dealing with the mechanism of arguments. Generally speaking, at the beginning of a function call, the program switches into a new variable scope, and pass all the arguments from the caller’s variable scope to the new one. At the end of a function call, the return value is passed back from callee’s variable scope.

Algorithm 1 works on flows and transfer functions, so it is still possible to use it for inter-procedural analysis as long as the control flows introduced by function calls and the corresponding transfer functions are properly designed. To properly modify the control flows, a few additional structural instructions are added to the program. At the definition of a function $p$, an instruction `init(p)` is used to mark the beginning of a function, and an instruction `final(p)` is used to mark the end. When calling function $p$, the call statement is split into two statements, i.e. `enter(p)` and `exit(p)`. Three additional flows between these instructions are added to deal with function calls, i.e. `enter(p) → init(p)`, `final(p) → exit(p)`, and `enter(p) → exit(p)`. To ensure that arguments and return values are passed properly, the transfer functions located at the entrance and exit of function calls pass in the arguments and pass out the return value, respectively.3

### 4.2 Modifications to Our zkAI Scheme

To incorporate the changes of the inter-procedural abstract interpretation above, we modify our programming language, and address several critical challenges in this section.

**Modification to the programming language.** First, we add function calls to our programming language, as shown in Figure 3. This is a natural extension of the original programming language in Figure 1. Now a program consists of several function definitions, and each function definition has multiple arguments and statements. For the statements, we introduce another type of function calls in addition to the original statements of assignment, branch and loop. With the inclusion of function definitions and calls to this language, we can conduct an inter-procedural analysis.

**Challenges.** This additional statement of functions introduces several challenges to our zero-knowledge abstract interpretation scheme. The key reason is that each statement can have more than two variables as the function arguments, and there can be more than two flows going in to and out of a line because of function calls. One could set an upper bound on these and use the same zero-knowledge abstract interpretation in Section 3, but it would introduce an multiplicative overhead of the upper bound. Instead, we present several techniques to reduce the inter-procedural analysis on programs with function calls to a circuit of the optimal size.

---

3We focus on context insensitive analysis in this paper since it is the most common design used in large-scale analysis tools, but our techniques can be extended to support context sensitive analysis.

---

**Figure 3: Function calls in our programming language.**

```plaintext
file := fname(x, ..., x) begin stmt ... stmt end
stmt := ... | x = fname(x, ..., x)
```
Program Representation. We think of a function as a fragment of code. To represent a function definition, we store the start and end line number of the function. Besides, we also store the number and the type of the function arguments. We store all these information in a function definition table.

Then we deal with the statements of function calls. The arithmetic representation in Section 3.1 is efficient for intra-procedural analysis due to the bounded number of fields required to represent a statement. However, this is not the case for inter-procedural analysis because a ‘function call’ statement requires as many fields as the number of function arguments. As a result, if we use the same arithmetic representation as in Section 3.1, every statement will have the same number of fields as the function with the most arguments, which leads to a large overhead in practice.

Our solution is to create a ‘function call’ table which contains the arguments of ‘function call’ statements. Then, in the original ‘statement’ table, an additional index to the ‘function call’ table is added. This construction frees normal statements from dummy fields. Since circuits do not naturally support indexing, we add another memory checking whenever accessing these arguments.

Representing the control flow graph as a linked list. With the function calls, each line of code can have more than two incoming or outgoing flows. Thus if we still represent the control flow graph as a matrix, the size would be $n$ by the maximum number of flows from any line. Instead, we propose an approach to simulate the linked list in circuits efficiently using techniques of memory checking.

We construct 3 arrays: head, next and data. head is an array of size $n$ and the $l$-th element stores the index of the start of the list for $l$ in next and data. next and data are of size $m$. data[$pt$] stores the data (flow) at a node pointed by an index $pt$, and next[$pt$] stores the index of its next node as in a linked list. We use a special character (e.g., ~1 in the field) to denote the end of the list (NULL). With these three arrays, we can traverse the linked list using the simple algorithm in Algorithm 2. To validate the traversal in a circuit, we ask the prover to provide the expected $pt$ and data[$pt$] in each iteration of Algorithm 2, and check their consistency with array next and data using the memory checking technique in Section 3.2.

For our zero-knowledge abstract interpretation scheme, as shown in Figure 2, we traverse the CFG with all lines to compute all flows and compare it with the flows computed from the program. The size of the circuit above doing so is $O(m)$. In addition, during the worklist algorithm, we fetch all the flows from $l'$ in each iteration of Algorithm 1, and the circuit size for the linked list operations above is optimal (the total number of flows in the worklist algorithm).

Loop Merge. With this linked-list representation of the control flow graph, the only remaining challenge is the worklist algorithm. In particular, since the number of flows from a line $l'$ is not a constant anymore, the number of iterations in the loop of step 7 varies in every iteration of the outer loop. Compiling the algorithm

### Algorithm 2 Access Linked List

**Input:** The linked list represented by arrays head, next, data. A node $nd$

**Output:** data[$n$] for all nodes $n$ in the list of $nd$

1. for ($pt$ = head[$nd$]; $pt$ != NULL; $pt$ = next[$pt$]) do
2. Output (data[$pt$]).
3. return

### Algorithm 3 Verification of the Worklist Algorithm

**Input:** A program $p$, transfer function $A_{p,l}$, lattice val$^F$, initial state $W_{init}$, and final state $W_{final}$ of the worklist

**Output:** Abstract state at each line $(s_l)_n$

1. Init $s_l(x) = \bot$ for all $l$ and $x$.
2. The first $m$ flows in $W_{final}$ is the same as $W_{init}$.
3. for $i = 1 \rightarrow |W_{final}|$ do
4. $(l, l') = W_{final}[i]$
5. if $l'_f(s_l) \not\subseteq s_p$ then
6. $s_p = s_p \cup A_{p,l}(s_l)$
7. need_update[$i$] = True
8. else
9. need_update[$i$] = False
10. $t = m + 1$
11. for $i = 1 \rightarrow |W_{final}|$ do
12. $(l, l') = W_{final}[i]$
13. if need_update[$i$] then
14. for ($pt$ = head[$l'$]; $pt$ != NULL; $pt$ = next[$pt$]) do
16. $t = t + 1$

### Algorithm 4 Loop Merged of Algorithm 3 step 10-16

1. $t = m + 1$
2. $i = 1$
3. $(l, l') = W_{final}[i]$
4. $pt = head[l']$
5. while $i \leq |W_{final}|$ or $pt \neq NULL$ do
6. if need_update[$i$] and $pt \neq NULL$ then
7. Check $W_{final}[t] = data[pt]$
8. $t = t + 1$
9. $pt = next[pt]$
10. else
11. $i = i + 1$
12. $(l, l') = W_{final}[i]$
13. $pt = head[l']$ naively to a circuit will again introduce an overhead of the maximum possible number of flows in every iteration. In order to solve this problem, we borrow an idea named flattening from prior work in zero-knowledge [66] which merges two (or more) loops into one, and we can bound the number of iterations of the outer loop.

To better illustrate the problem and the solution, we first rewrite Algorithm 1 to Algorithm 3 which verifies the worklist algorithm instead of computing it. Note that the algorithm takes the entire state of the worklist after all iterations as an input provided by the prover. It checks that the first $m$ flows are correctly initialized to $W_{init}$, all flows of the program, then checks that the remaining flows are pushed into the queue properly. Step 1-9 are almost the same as step 1-6 in Algorithm 1 computing the transfer function, compare and join operations, and we introduce an additional array need_update for the sole purpose of explaining the challenge. In step 10-16, the algorithm is checking that for each flow $l'$ in the worklist, the following flows are pushed to the queue. It accesses the flows from $l'$ using a linked list as shown in Algorithm 2. It is not hard to see that the checks in Algorithm 3 pass as long as $W_{final}$ is correctly computed by Algorithm 1.

Now the problem happens in step 10-16 of Algorithm 3. The size of the outer loop is pre-defined, but the number of iterations of the inner loop in step 14 varies, and implementing the algorithm
We implement our zero-knowledge abstract interpretation scheme naively as a circuit introduces a high overhead as explained above. To solve this problem, we change step 10-16 to Algorithm 4. In Algorithm 4, both conditions on \( n_{\text{seed}}[t] \) and \( p \) are merged into a single loop, and the updates on \( i, t \) and \( p \) are all processed in the loop. The total number of iterations for the large loop in step 5 is pre-defined, i.e. \( 2|W_{\text{final}}| - m \). Implementing the algorithm as a circuit preserves the number of iterations. The only overhead is that in each iteration, the circuit executes statements in both step 6-9 and step 10-13, which slightly increases the size per iteration.

In addition to the worklist algorithm, in our scheme we also apply the loop merge technique to check the consistency of the control flow graph (computing all the flows from the secret program) with the optimal circuit size. The algorithm is more straightforward than the worklist algorithm and we omit the details here.

**Complexity.** With these modifications, the size of our circuit for inter-procedure analysis remains \( O(T \cdot v + T \log T) \), where \( v \) now denotes the maximum number of variables in any functions of the program (we view the main program also as a function). The concrete size of the circuit for the inter-procedure analysis is larger compared to the intra-procedure analysis, as there are additional computations of loop merge, linked list operations and copying states of variables when entering to and exiting from functions.

## 5 PROVING ABSENCE OF BUGS

As mentioned in Section 2.2, when the prover wants to prove the absence of bugs in the secret program, it suffices for the prover to present any fix point of the abstract interpretation. The verifier validates that it is indeed a solution, instead of validating the whole computation of the worklist algorithm. Here we present the algorithm of the validation in Algorithm 5.

As shown in the algorithm, it is enough to check that for every flow \((l, l')\), the state \( s_{l'} = A_{l'}(s_l) \) is always smaller than \( s_l \) in the partial ordering of the lattice. The algorithm does not update the states iteratively, thus no new flow is pushed into the queue \( W \), as in Algorithm 1. When implementing Algorithm 5 in circuits, the queue is static and we do not need to support the push operation using the loop merge technique. We also do not have the join operation anymore, but in practice the overhead of join after the compare operation is small. However, for inter-procedure analysis with function calls, we still need to represent the CFG as a linked list and check its consistency with the program using the techniques in Section 4. The total size of the circuit becomes \( O(m \cdot v + m \log m) \).

## 6 IMPLEMENTATION AND EVALUATIONS

We implement our zero-knowledge abstract interpretation scheme and present the experimental results in this section.

### Software

The schemes are implemented in C++. There are around 2,500 lines of code for our frontend to compile the analyses to a rank-1-constraint-system (R1CS). We use the open-source compiler of libsnark [10] to generate R1CS in our frontend.

#### Choice of backends

As described in Section 3 and 4, our frontend efficiently compiles the static analysis on a program to an R1CS instance, and we can use any generic zero knowledge proof scheme on R1CS as our backend, including [11, 15, 23, 25, 42, 53, 61]. We choose two of them in our implementation with different trade-offs. The first one is the pairing-based SNARK [42] with the change in [24] for commit-and-prove. The scheme has a constant size proof and fast verifier time. However, the prover time is relatively slow \( O(C \log C) \) on an R1CS of size \( C \) and it requires a trusted setup. The second one is the recent scheme from [61] called Spartan. The scheme does not require trusted setup and the prover time faster than \( [42] \), but the proof size is \( O(\sqrt{C}) \) and the verifier time is \( O(C) \).

#### Hardware

We run our experiments on Amazon EC2 c5.9xlarge instances with 72GB of RAM and 3GHz Intel Xeon platinum 8124m virtual core. We report the average running time of 5 executions.

#### Benchmarks

In this section, we report the performance of our zero-knowledge abstract interpretation for three analyses: tainting analysis, interval analysis and control flow analysis. The analyses are performed on real programs drawn from the public benchmarks for static analysis tools WCET [9] and DroidBench 2.0 [4], and existing artifacts for control flow analysis [8] used as the benchmarks in the recent paper [68] on abstract interpretation. The WCET project contains programs used to evaluate and compare different types of analysis tools, while the DroidBench 2.0 is designated for evaluating the effectiveness of taint-analysis tools for Android applications.

To perform control flow analysis, we make functions first-class citizens in our language, which means they can be referred to by variables and called anonymously. The abstract domain is then defined as subsets of all possible functions in the program. Comparison and join on this domain are defined as the subset relationship and the set union operation respectively. We initialize the control flow graph as all determined flows, and append all possible flows to the worklist when we reach anonymous calls in the analysis.

All the programs in our benchmarks contain function calls. We support inter-procedure analysis with a small overhead using the techniques in Section 4. Therefore, we show the performance of our zero-knowledge inter-procedure analysis scheme in this section.

### 6.1 Evaluations on Real Programs

We first evaluate our scheme on five real programs. We run the zero-knowledge interval analysis on bubble sort and FFT programs from the WCET benchmark [9], run the zero-knowledge tainting analysis on the PrivateDataLeak program from the DroidBench 2.0 benchmark [4], and run the zero-knowledge control flow analysis on the RSA and Solovay-strassen programs in [8].

We compile these programs to our programming language. For the PrivateDataLeak program, built-in functions such as `getDeviceId()`, `getPasswd()` in the Android development environment do not exist in our language, and we mark them as either tainting source or safe procedures following the description of the benchmarks. Some of our procedures such as `sendTextMessage()` are marked as ‘sink’ where tainting information should not flow into.
The performance of our schemes are shown in Table 2. #variables denotes the maximum number of variables in a function. The number of lines is counted in our language, as one can embed multiple statements in one line in the original language. We also show the number of flows \( m \) and the number of iterations \( T \). As shown in the table, it takes 355.2s to generate a proof for zero knowledge interval analysis on the FFT program with 156 lines of code, 21.63s for zero knowledge taint analysis on the PrivateDataLeak with 207 lines of code, and 91.73s for zero knowledge control flow analysis on the Solovay-strassen with 301 lines of code using SNARKs. The proof size is only 128 bytes and the verification time is 1.4ms. Using Spartan improves the prover time by 6.6–10.8\times, with an increase on the proof size and the verification time.

For the same analysis, the performance largely depends on the size of the program and the maximum number of variables in a function. In addition, the interval analysis is more expensive than the other two. This is because the transfer function, compare and join operations for the interval analysis contains many comparisons on the bounds of intervals, while those for the tainting and control flow analysis can be efficiently implemented as a small circuit. Moreover, the worklist algorithm for the tainting and control flow analysis converges very fast and the number of iterations is only slightly larger than the number of flows. On the contrary, in the interval analysis the intervals are updated many times when seeing loops. Thanks to our widening technique with a threshold of 5, the number of iterations is around 5 times of the number of flows.

The performance is reasonable in practice to prove properties of secret programs with soundness and zero-knowledge. One can also take advantages of other zero-knowledge proof backends to achieve better trade-offs on the performance for different applications.

### 6.2 Comparing to Generic Schemes

We then compare the performance of our zkAI scheme with RAM-based generic zero knowledge proof systems [16, 66]. The scheme in [16] proposes a universal RAM-to-circuit reduction supporting arbitrary RAM programs written in an assembly-like language named TinyRAM. Each cycle costs around 4000 gates. We implement the worklist algorithm in TinyRAM, count the number of cycles and estimate the size of the circuit. The scheme in [66], referred as Buffet, automatically compiles a subset of C language to a program-specific circuit. Though the original scheme in [66] uses a ZKP backend with circuit-dependent trusted setup, one can replace it by backends without trusted setup to construct zero knowledge abstract interpretation schemes per Definition 2. Therefore, here we only compare with the frontend of Buffet. We implement the worklist algorithm in the syntax of Buffet and compile it using the open-source implementation [7].

Figure 4 shows the size of the circuits produced by the three schemes for the tainting analysis on synthetic program with 10 variables. As shown in the figure, the general-purpose RAM-to-circuit-reduction introduces the highest overhead per instruction/cycle. The size of the circuits is \( 605 \times 6400 \times \) larger than our scheme and is beyond the current scale of the ZKP backend. The compiler of Buffet significantly improves the size of the circuits by utilizing program-dependent optimizations. However, the circuits are still \( 35 \times 40 \times \) larger than our schemes manually constructed for the tainting analysis. Compiling the worklist algorithm and the abstract interpretation in general to arithmetic circuits automatically and efficiently is an interesting future research, and we believe the techniques proposed in this paper could potentially help the design.

### 6.3 Evaluations on Synthetic Programs

Finally, we further demonstrate the scalability of our schemes. We follow the pattern of the real programs, and generate synthetic programs of different sizes and parameters for benchmarking.

For the tainting analysis, our synthetic program contains nested function calls. The tainting sources hide in some functions and the

<table>
<thead>
<tr>
<th>Function</th>
<th>#lines</th>
<th>FFT</th>
<th>PrivateDataLeak</th>
<th>RSA</th>
<th>Solovay-strassen</th>
</tr>
</thead>
<tbody>
<tr>
<td>#variables</td>
<td>14</td>
<td>43</td>
<td>27</td>
<td>22</td>
<td>75</td>
</tr>
<tr>
<td>Analysis</td>
<td>Interval</td>
<td>Interval</td>
<td>Tainting</td>
<td>Control Flow</td>
<td>Control Flow</td>
</tr>
<tr>
<td>#flows</td>
<td>78</td>
<td>181</td>
<td>232</td>
<td>215</td>
<td>374</td>
</tr>
<tr>
<td>#iterations</td>
<td>237</td>
<td>681</td>
<td>291</td>
<td>216</td>
<td>375</td>
</tr>
<tr>
<td>circuit size</td>
<td>582,048</td>
<td>4,763,263</td>
<td>277,537</td>
<td>255,056</td>
<td>1,235,354</td>
</tr>
<tr>
<td>SNARK [42] prover time</td>
<td>43.89s</td>
<td>355.2s</td>
<td>21.63s</td>
<td>20.21s</td>
<td>91.73s</td>
</tr>
<tr>
<td>verification time</td>
<td>1.4 ms</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>proof size</td>
<td>128 bytes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Performance of our zkAI schemes.
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Figure 4: Comparison to generic zero-knowledge proofs
tainting information is supposed to be passed to the caller in nested function calls. The functions are calling each other randomly, ensuring that each function is called at least once. We set the maximum number of variables in a function as 70. With these parameters, we then randomly generate the statements inside each function. For the interval analysis, our synthetic program contains nested loops with memory accesses. We set some array buffers to have limited sizes, and access the buffer in instructions later. The buffer overflow error can then be detected in the problematic nested loops. To deal with loops with many iterations, we take a widening strategy that whenever the interval of a variable is updated more than a certain number of times, we expand it to \((-\infty, \infty)\). In our experiments, we set this threshold to 5. We set the maximum number of variables in a function as 50. In addition, we also set the percentage of the code contained in the loops as 40%. For the control flow analysis, we set up some identity functions at the beginning, and use some branches in the main function to adjust possible functions a variable can refer to. We define ‘multiplicity’ as the maximum number of functions a variable can refer to. We set multiplicity as 8, and the maximum number of variables in a function as 50. We then generate the remaining program using random statements.

We plot the size of the circuits produced by our zero-knowledge abstract interpretation schemes for the three analyses on synthetic programs with different parameters and sizes in Figure 6 in Appendix E. We scale all programs to the largest instances that can be handled on our machine, and we show the performance of the largest programs in Table 3. As shown in the table, we are able to perform the tainting analysis on a program with 12,800 lines of code, the interval analysis with 2,000 lines of code and the control flow analysis with 4,000 lines of code. The R1CS produced by our zkAI is 41.3 to 57 million constraints. We are able to run the back-end of Spartan [61] on these R1CS instances. The prover time for the tainting analysis for example is 406s, the proof size is 282KB and the verifier time is 65.8s. The SNARK backend [42] runs out of memory, but can actually scale to half of these largest instances. The prover time is estimated to be around 4500s, with a proof size of 128 bytes and verification time of 1.4ms.

<table>
<thead>
<tr>
<th></th>
<th>Tainting</th>
<th>Interval</th>
<th>CFA</th>
</tr>
</thead>
<tbody>
<tr>
<td>#lines</td>
<td>12,800</td>
<td>2,000</td>
<td>4,000</td>
</tr>
<tr>
<td>#variables</td>
<td>70</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>#other parameters</td>
<td>/</td>
<td>40% in loop</td>
<td>Multiplicity=8</td>
</tr>
<tr>
<td>#iterations</td>
<td>25,231</td>
<td>5,075</td>
<td>4,317</td>
</tr>
<tr>
<td>circuit size</td>
<td>47.8 M</td>
<td>41.3 M</td>
<td>57.0 M</td>
</tr>
<tr>
<td>prover time [61]</td>
<td>406 s</td>
<td>394 s</td>
<td>421 s</td>
</tr>
<tr>
<td>verification time</td>
<td>65.8 s</td>
<td>57.9 s</td>
<td>75.7 s</td>
</tr>
<tr>
<td>proof size</td>
<td>282KB</td>
<td>282 KB</td>
<td>282 KB</td>
</tr>
</tbody>
</table>

Table 3: Performance of our zkAI schemes on large synthetic programs with Spartan [61] as the backend.

Figure 5: Performance of zkAI for proving absence of bugs. In this figure, the circuit size is \(1.9-2\times\) smaller in the tainting checks, and \(2.4-2.8\times\) smaller in the interval analysis. The main reason is that the validation algorithm only goes through all the flows once, while the worklist algorithm iterates till convergence. The improvement is roughly proportional to the ratio of the number of iterations over the number of flows. The savings on the push operations in the queue and the join operations in the lattice turn out to be small.

7 CONCLUSION

We have demonstrated an application of zero-knowledge proofs to static analysis of programs, and specifically using the framework of abstract interpretation. We describe both intra-procedural and inter-procedural analyses for a core imperative language, implementation details for efficient execution in zero knowledge, and evaluation results showing that the approach is practical in real settings.

Although we focus on the scenario where a prover wishes to demonstrate knowledge that a secret program is free of bugs, there are broader applications of zero knowledge abstract interpretation to explore in future work, for example, in accelerating the performance of demonstrating proof-of-exploit in zero knowledge. Approaches for proof-of-exploit have been explored in prior work, and are based in simulating the concrete execution of a program from a particular input which reaches the exploit. In principle, applying the abstract interpretation framework to compute sound under-approximations—as opposed to sound over-approximations, the focus in our work—could accelerate the efficiency of zero knowledge proof of exploit by orders of magnitude. Such an approach could be checked efficiently by the verifier without computing fixpoints (as we show for over-approximations in Section 5) and provide an irrefutable guarantee that the exploit exists (i.e., no false positives).
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A zero-knowledge argument is a protocol between a computationally-bounded prover \( P \) and a verifier \( V \) for an NP relationship \( R \). At the end of the protocol, \( P \) convinces \( V \) that she knows a witness \( w \) such that \( (x; w) \in R \) for some input \( x \). “PPT” standards for probabilistic polynomial time. We use \( G \) to represent the algorithm to generate the public parameters. Formally, a zero-knowledge argument of knowledge is defined below, where \( R \) is known to \( P \) and \( V \).

**Definition 1.** Let \( R \) be an NP relation. A tuple of algorithm \((G, P, V)\) is a zero-knowledge argument of knowledge for \( R \) if the following holds.

- **Completeness.** For every pp output by \( G(1^\lambda) \), \( (x; w) \in R \) and \( \pi \leftarrow P(x; w, pp) \), \( \Pr[ V(x, \pi, pp) = 1 | \pi = 1] = 1 \)
- **Soundness Knowledge.** For any PPT prover \( P' \), there exists a PPT extractor \( E \) such that given the access to the entire executing process and the randomness of \( P' \), \( E \) can extract a witness \( w \) such that \( pp \leftarrow G(1^\lambda), \pi' \leftarrow P'(x; pp) \) and \( w \leftarrow E(\pi', pp, x, \pi') : \Pr[(x; w) \notin R \land V(x, \pi', pp) = 1] \leq \text{negl}(\lambda) \).
- **Zero-knowledge.** There exists a PPT simulator \( S \) such that for any PPT algorithm \( V' \), \( (x; w) \in R \), pp output by \( G(1^\lambda) \), it holds that \( \text{View}(V'(pp, x)) = S^{V'(x)} \).

We say that \((G, P, V)\) is a succinct argument system if the total communication between \( P \) and \( V \) (proof size) is \( \text{poly}(\lambda, |x|, \log |w|) \).

In the definition of the zero-knowledge, \( \text{View}(V'(pp, x)) \) denotes the view the verifier sees during the execution of the interactive process with \( P' \) while \( S^{V'(x)} \) denotes the view generated by \( S \) given input \( x \) and transcript of \( V'(x) \). \( \approx \) denotes two distributions perfect indistinguishable. This definition is commonly used in existing transparent zero-knowledge proof schemes [11, 15, 23, 67]. In addition, in order to build our zero-knowledge abstract interpretation scheme, we need an additional property formalized as “Commit-and-Prove” in [24] It allows the prover to commit to the witness first, and later prove statements about the committed value. It is naturally supported by most of ZKP systems. We denote the algorithm as \( \text{com}_w \leftarrow \text{Commit}(w, pp) \). It is executed after \( G \) and before \( P \), \( V \) additionally takes \( \text{com}_w \) as an input. It satisfies the extractability of commitment. Similar to the extractability in Definition 1, there exists a PPT extractor \( E \), given any tuple \((pp, x, \text{com}_w)\) and the executing process of \( P' \), it could always extract a witness \( w' \) such that \( \text{com}_{w'} \leftarrow \text{Commit}(w', pp) \) except for negligible probability in \( \lambda \). Formally speaking, \( \text{com}_{w'} = \text{Commit}(E(\pi', pp, x)) \).

**Protocol 1 (Zero-Knowledge Abstract Interpretation) (zkAI).** Let \( \lambda \) be the security parameter, \( \mathcal{B} \) be a prime field, \( p \) be the secret program, \( C \) be the arithmetic circuit in Figure 2. Let \( P \) and \( V \) be the prover and the verifier respectively. We use \( ZKP_G, ZKP, ZKP.P, ZKP.V \) to represent the algorithms of the backend ZKP protocol.

\[
\begin{align*}
&pp \leftarrow \text{zkAI.} G(1^\lambda) : pp = ZKP.G(1^\lambda)
&\text{com}_p = \text{zkAI.} \text{Commit}(p, pp) : \text{com}_p = ZKP.\text{Commit}(p, pp)
&\pi = \text{zkAI.P}(p, (L', f', g, Alg), pp)
&(1) \ P \ runs \ the \ algorithm \ Alg \ with \ input \ p, L' \ \text{and} \ f' \ \text{to get} \ S = Alg(p, L', f', g, Alg). \ \text{Then} \ \text{generates} \ \text{the witness} \ w = (CGF, Tr) \ \text{for} \ \text{the circuit} \ C \ \text{during the procedure of the abstract interpretation algroithm}. 
&\text{CFG} \ \text{and} \ Tr \ \text{represents the extended witness in Figure 2}. \ \text{Let} \ \\text{com}_w \overset{\leftarrow}{=} ZKP.\text{Commit}(w, pp), \ \text{P sends} \ \text{com}_w \ \text{to} \ V.
&(2) \ \text{After receiving the randomness} \ r' \ \text{for checking consistency of the program and the circuit flow graph}, \ \mathcal{P} \ \text{invokes} \ ZKP.P(C, p, r', w, pp) \ \text{to get} \ \pi. \ \text{Sends} \ \pi \ \text{to} \ V.
&\left[0, 1\right] \leftarrow \text{zkAI.} V(\text{com}_p, \text{com}_w, (L', f', Alg, g), \pi, pp) : \ \text{V outputs} \ 1 \ \text{if} \ ZKP.V(C, \text{com}_p, r', \pi, \text{com}_w, pp) = 1, \ \text{otherwise it outputs} \ 0.
\end{align*}
\]
B DEFINITIONS OF ZERO-KNOWLEDGE ABSTRACT INTERPRETATION

Definition 2. We say that a scheme is a zero-knowledge abstract interpretation if the following holds:

- **Completeness.** For any program $p$ and analysis $(\text{val}^p, \mathcal{A}_{p,l}, \text{Alg}_g)$, $\text{pp} \leftarrow \text{zkAI}.G(1^\lambda)$, $\text{com}_p \leftarrow \text{zkAI}.\text{Commit}(p, \text{pp})$, $(y, \pi) \leftarrow \text{zkAI}.\mathcal{P}(p, (\text{val}^p, \mathcal{A}_{p,l}, \text{Alg}_g, \text{pp}))$, it holds that
  $$\Pr\left[\text{zkAI}.V((\text{com}_p, (\text{val}^p, \mathcal{A}_{p,l}, \text{Alg}_g, y, \pi, \text{pp})) = 1\right] = 1$$

- **Soundness.** For any PPT adversary $\text{Adv}$, the following probability is negligible in $\lambda$:
  $$\Pr\left[\text{Adv}((\text{com}_p, (\text{val}^p, \mathcal{A}_{p,l}, \text{Alg}_g, y, \pi, \text{pp})) = 1\right]$$

**Zero-Knowledge.** For security parameter $\lambda$, $\text{pp} \leftarrow \text{zkAI}.G(1^\lambda)$, for a program $p$, PPT algorithm $\text{Adv}$, and simulator $S = (S_1, S_2)$, consider the following two experiments:

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Real}_{\text{Adv},p}(\text{pp})$</td>
<td>$\text{com}_p \leftarrow \text{zkAI}.\text{Commit}(p, \text{pp})$</td>
</tr>
<tr>
<td>$\text{Ideal}<em>{\text{Adv},S</em>{\text{sub}}}(\text{pp}, h)$</td>
<td>$\text{com} \leftarrow S_1(1^\lambda, \text{pp})$</td>
</tr>
</tbody>
</table>

For any PPT algorithm $\text{Adv}$ and all programs $p$, there exists simulator $S$ such that the following probability is negl$(\lambda)$:
$$\Pr[\text{Real}_{\text{Adv},p}(\text{pp}) = 1] - \Pr[\text{Ideal}_{\text{Adv},S_{\text{sub}}}(\text{pp}, h) = 1] = 1.$$

C PROOF OF MEMORY CHECKING

Theorem 2. Let $M_0$ be the initial state of the memory of size $m$ known to the verifier. Let $(a_1, a_2, ..., a_i)$ be the sequence of addresses to access. Following the procedure mentioned in Section 3.2 to construct $RS$ and $WS$ set, with the additional requirement that $t \leq ts$ at each step, if the prover manages to give $M_t$ that has the same size as $M_0$, and satisfies $M_0 \cup WS = M_t \cup RS$, then all the values in $RS$ given by the prover is consistent with values in the memory computed honestly.

Proof. We use $RS_i$, $WS_i$ to denote the first $i$ element of $RS$ and $WS$ respectively, i.e., the read set and write set after step $i$. We use $M_i$ to denote the content of memory after step $i$.

First, observe that if the prover faithfully computes the sets and the memory up to step $i$, then $M_i = M_0 \cup WS_i \setminus RS_i$. We would like to prove that if the prover gives a wrong value pair in the sequence of memory accesses, then it is impossible for him to give a final $M_t$ such that $M_0 \cup WS = M_t \cup RS$.

Now let us consider the first inconsistent value in the sequence of memory accesses, happening at step $j$, where $1 \leq j \leq t$.w.l.o.g. Since the prover faithfully gives the correct value up to step $j = 1$, we can write $M_{j-1} = M_0 \cup WS_{j-1} \setminus RS_{j-1}$, which is the state of the memory before step $j$. If the prover gives the value pair $(a_j, (\pi'_j, t'_j))$ that is inconsistent with the real value $(a_j, (\pi_j, t_j))$, then this means it is not in $M_{j-1}$. Moreover, this fake value pair can not appear in following $WS \setminus WS_{j-1}$ because all value pairs in $WS \setminus WS_{j-1}$ has a time step larger than $t'_j$, which is ensured by the condition $t \leq ts$ at each step, and $ts$ is increasing by 1. As a result, it is impossible to find $M_t$ such that equation 1 holds
$$M_{j-1} \cup (WS \setminus WS_{j-1}) = (RS \setminus RS_{j-1}) \cup M_t,$$

D PROOF OF THEOREM 1

**Completeness.** As explained in Section 3.2, the circuit in $\text{zkAI.}\mathcal{P}$ outputs 1 if $g(\text{Alg}(p, L', f')) = 1$. Therefore, the correctness of Protocol 1 follows the zero-knowledge proof protocol by Theorem 2.

**Soundness.** By the extractability of the commitment in the zero knowledge proof backend (Definition 1), with overwhelming probability, there exists a PPT extractor $E$ such that given $\text{com}_w$, it extracts a witness $w'$ such that $\text{com}_w = \text{ZKP. Commit}(w', \text{pp})$. By the soundness of $\text{zkAI}$ in Definition 2, if $\text{com}_p = \text{zkAI}.\text{Commit}(p, \text{pp})$ and $\text{zkAI}.V((\text{com}_p, (\text{val}^p, \mathcal{A}_{p,l}, \text{Alg}_g, \pi, \text{pp})) = 1$ but $g(\text{Alg}(L', f')) = 0$, let $\text{com}_w = \text{ZKP. Commit}(w', pp_1)$ during the interactive process in Protocol 1, then there are two cases:

- Case 1: $w' = (\text{CFG}_*, T_r, r)$ such that $C((\text{com}_p, \text{CFG}_*, T_r, r')) = 0$. Then we know either the control flow graph is not consistent with the program representation or the iteration check fails. The probability of both events is negl$(\lambda)$ as claimed by the soundness of the checks in 3.2. Hence, the probability that $\mathcal{P}$ could generate such $w'$ is also negl$(\lambda)$ by the union bound.

- Case 2: $w' = (\text{CFG}_*, T_r, r)$ but $C((\text{com}_p, \text{CFG}_*, T_r, r)) = 0$. Then according to the soundness of Aurora, given the commitment $\text{com}_w$, the adversary could generate a proof $\pi_w$ making $V$ accept the incorrect witness and output 1 with probability negl$(\lambda)$.

Combining these two cases, the soundness of the $\text{zkAI}$ scheme is also negl$(\lambda)$.

**Zero-knowledge.** The zero-knowledge property follows directly from the commitment scheme and the zero-knowledge backend we use.

E ADDITIONAL EXPERIMENTAL RESULTS

Circuit size for our $\text{zkAI}$ on synthetic programs. The size of circuits produced by our zero-knowledge abstract interpretation schemes for various analyses and sizes are shown in Figure 6.
Figure 6: Circuit size of our zkAI schemes.